Friday, April 26, 2002

Status of FUSE WDISC Anomaly Troubleshooting

As a result of the FUSE telecon on Monday March 4th 2002, 3 separate anomaly categories were identified:

· Socket connection not established at AOS.

· Socket connections drop following AOS, usually 20 minutes into the service.

· Socket reconnect attempts when a good socket connection has already been established.

The 3rd item can be attributed to scheduling errors.  Scheduling of 2 FUSE desktops running concurrently or overlapping can cause the socket reconnects at the MOC (user) interface.  The host device (MOC) encounters 2 separate clients trying to establish socket connections.   Several of these scheduling errors occurred in the early part of 2002 and have been eliminated.  FUSE has not reported socket reconnects for several months.

The other 2 items have been present throughout the life of the FUSE mission.  Many attempts by engineering to identify a reason for the late sockets failed to find any solid evidence of PTP problems.  Further confusion into the analysis is the fact the WDISC works flawlessly with all other missions.  Goddard engineering decided to upgrade elements of the WDISC PTPs in hopes of alleviating the FUSE socket anomalies.  Upgrades to max the PTP memory to 128 Meg and install Window’s NT service pack 6 have been completed.  Upgrade to Avtec version 1.49 is in the works.

The network sniffer has not captured the 2nd item.  Generally this scenario occurs when FUSE schedules events longer than 20 minutes and most supports are 20 minutes long.  This could be the ISDN or MOC systems, remember the WSC WDISC systems work flawlessly with the other missions.  However, if the opportunity presents itself we will try to capture this scenario.

As a result of monitoring FUSE events at WSC, 2 separate sub-categories of item 1 have been identified:

· Late socket connections occur more frequently at STGT, regardless of which PTP is prime.  WSGT negotiates fairly quickly.

· Packet retransmissions occur more often at WSGT.  This is probably non-impacting to the MOC.  IPNOC would be better suited to investigate this anomaly.

A network sniffer was utilized to monitor socket negotiations at WDISC.  First a description of the FUSE interface to the WDISC.  FUSE uses an ISDN service to connect to the closed IONET.  Whenever a FUSE desktop initiates, it tries to establish the socket connection to FUSE via a dial-up.  By default this is part of the delay or starting point of the late socket connections.  

STGT & WSGT PTPs try to establish sockets with FUSE immediately at desktop startup.  We note the ISDN dial-up delay.  WSGT PTPs will increment Window’s NT Initial Retransmission Timeout count and generally establishes the sockets from 9-21 seconds.  STGT PTPs do not increment this timeout count, the attempt is aborted and a new socket session is initiated ≈47 seconds with sockets established 47-140 seconds later.  Why the differences between WSGT and STGT PTPs?  Various registry settings and configuration files have been compared between the machines in hopes of finding the answer.  Dave Glasscock has forwarded questions to John Groom concerning PTP settings and how the Retransmission Timeout Count is managed.  John forwarded same to Avtec with response arriving 4/25/2002.  Avtec suggests checking PTP script files and also requested a copy of the script files for their analysis.

Friday, June 07, 2002

PTP script files e-mailed to Avtec per request for analysis.  Script files are not suspected as cause of late sockets by WSC Tech OPS.  Script files are configured per Avtec recommendations and are identical at both sites.

The troubleshooting of late STGT socket connects has taken a low priority in order to provide WDISC operations training.  The training is targeted at the SS controller position and alternates in order to meet the DSMC transition date of June 19th.  DSMC will be responsible for the scheduling, control and monitor functions of the WDISC system.  During SS OJT of the system the FUSE late socket connects and how to reset same have been described.  The operators will be capable of managing the late sockets until a cause/repair has been determined.  After training has completed troubleshooting efforts will resume.

FUSE is in the process of upgrading their MOC system in order to utilize the failover capability of the WDISC system.  They are programming the full 6 socket set which will in turn give them the A/B switch command function and failover to backup PTP option.

Upgrade to Avtec version 1.49 has been discussed in the WDISC SERB.  Installing and testing of software is in progress on the spare PTP at WSC.  This has not been identified as a solution to late sockets and it is unknown to us if version 1.49 manages Windows NT socket protocols any different from the current 1.40.

Wednesday, September 11, 2002

SCPTP1 and WCPTP1 were swapped on 11 July 2002.  It first appeared to have solved the problem. BERT and FUSE desktops connected immediately.  The problem was expected to either remain at STGT or move to WSGT.  If it remained at STGT this would have indicated some kind of router issue.  If it moved to WSGT some sort of NT protocol suite or operating system glitch could be the cause of the inconsistent sockets.  This mystery is a data point yet to be explained.  A little over a week went by before the problem returned to STGT.

It appears we can rule out the idea that a problem exists with the NT TCP/IP protocol suite. Yet the symptoms have the same signature observed on the PTP now at WSGT. So we have moved forward with the troubleshooting effort by requesting assistance from IPNOC.  A telecon was organized to discuss what was known about the various aspects affecting FUSE socket connections.

a. The ISDN providing a router port connection to the FUSE server has a delay.

b. The SCPTP Windows NT TCP/IP protocol suite parameter 'Initial Retransmission Timeout' works.

c. The SCPTP Windows NT TCP/IP protocol suite parameter 'Maximum Connection Retransmissions' does not work.

d. The SCPTP will occasionally abort an attempt to establish socket connections following the Initial Retransmission Timeout.  Manual module resets are required from the operator.

e. The SCPTP will occasionally establish socket connection within 3 seconds.

The IPNOC has agreed to work with us and trap sessions in several places within the IONET.  FUSE has provided a schedule of events so testing can occur without impact to the project.  Plans are to continue this effort and profile this anomaly over the next few weeks.  We hope to identify what is happening in the STGT portion of the network that is different from WSGT.

We will continue to follow the recommendation from the WDISC SERB and upgrade the Avtec software.

Monday, September 16, 2002

On September 13, 2002 IPNOC monitored the WDISC system and trapped FUSE desktop activity.  This test was coordinated with FUSE MOC to activate the sockets during FUSE’s support gaps.  IPNOC collected several desktop activations from both STGT and WSGT PTPs.  Opinion from IPNOC network analysis M. Abzug points to a Layer-7 problem, but we felt that issue was put to rest by performing the PTP swaps between STGT and WSGT and our focus should be an external influence, i.e. ISDN dial-up timing.  NETSTAT –a and IPCONFIG dumps from the PTPs were provided to IPNOC for analysis.  All appeared nominal at this time with the exception of 1 setting; the backup DNS server address was incorrect.  Correct address was entered to all PTPs.

The following weeks the SN schedule for FUSE supports were faxed daily to IPNOC to enable the engineers to monitor active events.  ISDN dial-up time data was collected and did not appear to be out-of the norm.  One theory all parties are pursuing was to see if the ISDN circuit would time-out whenever FUSE telemetry would stop due to early LOS.  Basis of theory is this:  whenever telemetry packet data stops flowing the ISDN circuit would time-out and hang-up.  With this circuit disconnected the WSC socket connections would not be able to perform a nominal shutdown.  This would effectively leave socket connections pending at the FUSE front end.  If a socket was still pending at FUSE whenever next WSC FUSE event would initiate, a delay could occur until the old socket issue could be resolved.  Collection of data for this scenario is underway.

Monday, September 30, 2002

FUSE has installed new software on their systems.  New desktops have been delivered to the PTPs.  The new software delivery and desktops allow FUSE controllers to select PTP 1 or 2 via the A/B switch.  This gives them full failover capability and proper use of the redundant system.  FUSE MOC is now responsible for the management of the A/B switch.  Training and procedures have been provided to the WSC SS controllers to assist FUSE during supports.

Friday, December 20, 2002

Shuttle mission STS-113 suspended WDISC efforts during the mission time period November 24th to December 7th.  Holidays have also limited data collection activities.  FUSE late sockets have not been reported for several weeks.
Friday, January 10, 2003

IPNOC has requested FUSE support schedule to continue collecting data.  WSC has advised IPNOC, FUSE supports have been nominal and troubleshooting activities are on hold.  There have been no documented late sockets for the last quarter of 2002.  It is the opinion of WSC Engineers the problem has been corrected by the software delivery at the FUSE MOC in September of 2002.

Monday, March 03, 2003

Final Report.  Anomaly category breakdown:

· Socket connection not established at AOS.  New software at FUSE MOC and desktops at WSC corrected this problem.  No late sockets documented since delivery.

· Socket connections drop following AOS, usually 20 minutes into the service.  FUSE rarely scheduled events over 20 minutes long.  No documented reports of this failure occurred during the investigation period (over 1 year).  IPNOC has no data on this failure.  Software delivery may have also corrected this problem.

· Socket reconnect attempts when a good socket connection has already been established.  As mentioned before, this was a scheduling problem and was corrected by a 2-man verification quality check.  Further, the DSMC has automated the WDISC scheduling eliminating the double entry error.

