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I. Reporting Periods

This report encompasses all Integrated Network events/passes supported during the following timeframe:

	From:
	06/15/07 1200Z

	To:
	06/18/07 1200Z


The attached STS-117 Daily Report has been prepared for the Network Director (ND) and is forwarded to you on a daily basis for informational purposes.  The report is derived from inputs received from network tracking facilities and other elements.

SN Support:

	
	Events
	Support Time (to date)

	STS-117
	42
	93:28:48

	Total (to date)
	331
	651:24:31


Events/Support Times as carried in the STDN Daily Ops Summary for 06/17/2007. 

GN Support:

	Station
	Events
	Total (to date)

	MILA
	3
	37

	PDL
	0
	1

	WLPS
	5
	42

	WSSH
	0
	1

	AGO
	2
	17

	DFRC
	4
	37


GN Events/totals are as of 1200Z 06/18/2007 

C-Band Radar Support:

	Station 
	STS-117 Passes
	ISS Passes

	Launch/Landing
	6
	N/A

	On-orbit
	11
	0

	Total (to date)
	110
	41


STS passes as of 1200Z 06/18/2007.
ISS totals are from first STS-117 pre-launch target tracking pass at 06/07/2007 1649Z. 

AFSCN Support:

	Station
	NASA Requested
	AFSCN Requested

	BOSS A
	1
	0

	BOSS B
	1
	0

	HULA
	1
	0

	REEF
	2
	0

	PIKE
	0
	0

	GUAM
	1
	0

	LION A
	1
	0

	LION B
	1
	0

	COOK
	0
	0

	Total (to date)
	8
	0


RTS Events/totals are as of 1200Z 06/18/2007 and include pre-launch checks.

II. Activities:
· EVA 3 started at 166/1724Z (15/1:24 PM EDT) and ended at 167/0122Z (15/9:22 PM EDT).
· EVA 4 started at 168/1626Z (17/12:26 PM EDT) and ended at 168/2256Z (17/6:56 PM EDT)
III. New Problems Reported for this Period
A. Space Network (SN):
	
	1
	Guam

Guam
	15/1916Z

15/1938Z
	Orbit 106

ISS
	TDZ

TDZ

	
	CDS 4661
	WSC reported that SSA1 A side DQM remained in search mode on these Shuttle and ISS events.  DFE reported good data. 
Under investigation.

	
	
	

	
	2
	Guam
	
	
	TDZ

	
	CDS 46676
	On 6/14 the TDRS-3 KSA1 return was measured and found to be down ~ 13db. Based on a recent (DOY169) NORSP (Noise Loaded Response) it has degraded another 2.5db.  TWTA was swapped out at 18/0620Z  No impact to support. 


B. Ground Network (GN): 
	
	1
	DFRC
	18/0627Z
	Orbit 148
	

	
	NOC-002105 
	Pass support ended at 0638Z with no data problems.  Goddard Comm. Control (GCC) announced DFRC CD-1 disabled at LOS.   GSFC NIC and JSC/DFE reported still receiving data on port-3.  GCC performed a remote soft and cold start with no change noted.  DFRC performed a cold start at 0701Z to clear the problem.  DFRC simulated a data flow on port-3 to DFE and GSFC NIC and GCC disabled the port successfully.  Under investigation.


C. NISN:

	
	1
	NISN
	16/0854Z
	
	

	
	TT 626102
	JSC/WSC NTR T-3 backbone circuit recorded a 5 second hit. Services rerouted with no impact.   AT&T could not find a problem with the circuit nor provide a RFO.  Services will remain on the secondary circuit with the primary in hot standby.   Under investigation.

	
	
	

	
	2
	NISN
	16/1236Z
	
	

	
	TT 626109
	Comm. Mgr. reported the carrier advised that 3 DS3 circuits (1 JSC/GSFC alt-routed and 2 WSC/JSC no alt-route) bounced several times between 1236Z and 1253Z.  Advised GC and was told that Houston Comm. Control had reported the JSC/GSFC DS3 alt-routed with no impact to support.  Hits were due to an optical equipment issue problem in Ennis, TX.   AT&T plans to replace a circuit pack on 6/18.  Services will remain on a protected path. Problem remains open pending corrective action. 

	
	
	


D. Other: 
	
	1
	NISN
	16/0817Z
	
	

	
	DR 
	A release for power work at Hangar-AE was coordinated and IP engineers disabled their routers prior to the start of the release. The power work was completed at 0824Z and a time to enable the routers was coordinated between 1136Z and 1143Z with the routers being enabled at 1138Z. There was no impact to the network.  Info item only.


IV. Unresolved from Previous Reports:
A. Space Network (SN): 
	$$
	1
	STGT
	01/1520Z
	Pre-mission
	TDS

	
	CDS 46476
	JSC ESTL reported echoes during STS-117 SN Ver/Val test emergency voice checks performed from STGT.  ESTL did not hear echoes when JSC Comm.  Control was performing voice checks with ESTL.  Under investigation.

06/12 update:  WSC reports problem is suspected to be a result of issues with the STGT voice system.  Emergency voice can be configured from WSGT to STGT if required.  Testing deferred until end of mission.
Problem closed with corrective action pending.

	
	
	

	
	2
	STGT
	09/2347Z
	Orbit 17
	

	
	CDS 46584
	At approx. 2323z, all voice loops at STGT were lost. The MDS-1 voice system at STGT was down hard.  WSGT voice is operational.  WSC OS accessible by black phone. Offsite support called in to assist in troubleshooting.
06/11 update:  Power supply adjustments and system reboot were performed.  Under observation.

	
	
	

	
	3
	STGT
	10/0026Z
	Orbits below
	TDS

	
	CDS 43446
	Known problem with path 137 configuring covered by Alert Notice 570 occurring again this mission.  Manual path 137 failovers were required at STGT for the following events and times:

   SHO No. 6292665  160/17:12:15Z  Orbit 12
   SHO No. 6292339  160/18:58:28Z  Orbit 14
   SHO No. 6292682  160/20:23:17Z  Orbit 15
   SHO No. 6292687  160/23:15:47Z  Orbit 17

Problem remains under observation.

	
	
	

	
	4
	GUAM
	11/0802Z
	Orbit 38
	TDZ

	
	CDS 46588
	DS-3 line connecting WSGT to Guam reported down at 0802Z just prior to event start.   Guam LMT’s and WSGT LMT’s initiated fail over to alternate DS-3 line and restored service at 0821Z after event end.   ISS was also impacted by the outage.  Duration of outage was reported as 00:32:51; total service loss was reported as 02:11:24.  Per WSC the WSGT GDIS aggregate-2 interface failed, it was then cleared during the GDIS reset during reconfiguration from alternate DS-3 link to the prime DS-3.  Under investigation.

06/11 update:  Investigation indicates the failure was not the DS-3 link, but a suspected WSGT GDIS aggragate-2 interface failure that cleared during the GDIS reset that occurred while reconfiguration from the alternate DS-3 link to the prime DS-3 link was in progress.
06/14 Update.  WSC confirmed WSGT GDIS caused the initial problem.  Under investigation.

	
	
	

	$$
	5
	Guam
	12/2126Z
15/2230
	Orbit 48
Orbit 111
	TDZ
TDZ

	
	CDS 46627
	JSC reported intermittent tearing (1 second every 15 seconds) of the active video following the GMT line on Orbit 48.  The Houston GC reported an asynchronous camera was online with the GMT line in the active video.
On Orbit 111.  JSC reported degraded video.  Guam LMT failed the online video equipment from A to B chain with no improvement.  Problem occurred during EVA 3; suspected to be caused by asynchronous camera online with the GMT line in the active video.  Under investigation.


B. Ground Network (GN): 
	
	1
	MILA
	07/1705
	Pre-launch
	

	
	DR 46549
	Redundant Local Control Computer (LCC-2) on the Data Comm. Switch reported to be experiencing a hang up of the local display unit.  The unit is inoperative until it is rebooted. Vendor is assisting MILA engineering.  Under investigation. 

	
	
	

	$$
	2
	MILA
	08/0100Z
	Post-Launch
	

	
	CDS 46576
	MILA reported problems with ET TV digital file transfers (including PDL and JDMTA files) from Qubit recorder to local ET TV computer using Q-Clips software.  Transfers started normally then stopped.  Station software engineer provided assistance and completed transfers using MS-DOS and Telnet commands.  Transfer from the ET TV computer to KSC EPOCC completed at 10/1000Z within required 24 hours post launch time frame.  No impact to support.  Under investigation by software engineer at MILA. 

06/14 Update.  Station reports problem was due to a Network Interface speed parameter set to100 MB instead of Auto Negotiate.  Both settings should work but the 100 MB does not function properly with large files.  Problem was not discovered pre-launch since small files are used to confirm this interface from the Qubit recorder to the ET TV system and on to the KSC EPOCC.  Station procedures will be updated after STS-117 landing.  Problem closed with corrective action pending.

	
	
	

	$$
	3
	FDRC

FDRC

FDRC

FRCC
	09/0922Z

09/1057Z
	Orbit 112

Orbit 113
	ISS 938
ISS 939

	
	DR 1535
	JSC reported orbit 938 data did not agree with current ground processing solution.  Data playback was also inconsistent. Real-time data had a 0.7 second time bias compared to the playback data.  No data from this pass processed.   

JSC reported orbit 939 real-time data anomaly same as prior pass.  Four playbacks were requested with results similar to orbit 938 playback.  Dryden informed JSC that the new Radar Information Processing System (RIPS) was used in place of the Data Enhancement System (DES).  A fourth playback with the DES provided good data.  The DES and will be used for mission support.  Under investigation by DFRC.

06/12 update:  DFRC reported a software fix had been developed for the RIPS and requested a verification pass. 

06/16 Update:  FDRC and FRCC successfully supported orbits 112 and 113 on 06/15 with RIPS low speed tracking data using a software update to resolve time bias anomaly.  DFRC configured back to DES after orbit 113 as normal mission support.  Problem closed.

	
	
	

	
	4
	AGO
	10/1651Z
	Orbit 28
	

	
	CDS 46626
	JSC reported not receiving CMD echoes from station.  NIC interface was good and support was successful. Under investigation. 

	
	
	

	
	5
	AGO
	10/1830Z
	Orbit 29
	

	
	CDS 46617
	JSC and GSFC NIC reported the GN FM 1024 KB dump data flow from AGO stopped at 1826Z.  No NISN equipment or circuit anomalies were found.  NISN did see the AGO PTP (non-NISN equipment) stop outputting data from 11/1826:43 to 1828:43 for reason unknown.  For information only.  Remains under investigation.

	
	
	

	
	6
	DFRC
	11/0849Z

11/1024Z

12/0735Z

12/0909Z
	Orbit 39

Orbit 40

Orbit 54

Orbit 55
	

	
	CDS TBD
	Station supported four 2 way engineering passes on these orbits.  ATF-1 was used with no problems reported on orbit 39.  On orbit 40 CMD pre-pass checks were good but TLM check could not be performed because SCD-1 was not enabled.  First attempt to enable SCD was not successful.  GCC enabled SCD-1 at 1018Z and AOS occurred at 1024:46Z and pass was successful.  ATF-2 successfully supported orbit 54 and ATF-1 supported orbit 55 with no problems.  Under investigation.

	
	
	

	
	7
	WPS
	13/2251Z
	Orbit 80
	

	
	DR 46640
	JSC DFE reported not receiving the 1024kb FM dump data at 2255Z.  WPS reported data leaving site.  GSFC NOM was not receiving data.  The FM dump data was not received in real time; data was received on MILA pass.  The 11-meter system configuration file was reloaded post pass and the problem cleared.

06/14 update.  Station reported a Digital Matrix Switch failed due to a clock signal problem.  Under investigation.


C. NISN: 
	$$
	1
	GSFC/KSC
	13/0126Z
	Orbit 66
	

	
	TT 625456
	Comm. Mgr. reported hits occurred on the GSFC/KSC NSAP T-1 at 0126Z, 0140Z and 0212Z.  All services rerouted. The MILA backup command line is on this T-1.  JSC Comm. Control advised and the backup command line to remain on reroute until Critical Coverage (EVA 2) is terminated.   Carrier reported the reroute was caused by a hit between Palm Beach, FL. and Philadelphia, PA.  Link was restored to normal at 14/0300Z.
Problem closed 

	
	
	

	$$
	2
	NISN
	16/0506Z
	
	

	
	TT 625966
	Comm. Manager reported an OC-3 between GSFC and JSC took a hit and alt-routed.   Carrier advised hit was due to a network event at the SONET level.  Service restored to normal at 1432Z.  Problem closed.


D. Other: 
	
	1
	JSC/GSFC
	09/0507Z
	Orbit 4
	

	
	TT 624780
	AMC6 Transponder 5 was switched from WSC to KSC early to meet the Video Schedule without proper coordination with the JSC GC.  This switch was for launch video engineering playbacks.  The early switch impacted a DTV downlink via the SN to JSC.  The transponder was switched back to WSC and JSC received the DTV at 0549Z.  Under investigation.


E. Info Items and Upcoming Events (Next 24 hours)

· Undocking is scheduled for 19/1442Z (19/10:42 AM EDT).
$$ Denotes an update from last report

** Denotes an In-Flight Anomaly
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