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Near Earth Networks Services
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I. Reporting Periods

This report encompasses all Integrated Network events/passes supported during the following timeframe:

	From:
	06/14/07 1200Z

	To:
	06/15/07 1200Z


The attached STS-117 Daily Report has been prepared for the Network Director (ND) and is forwarded to you on a daily basis for informational purposes.  The report is derived from inputs received from network tracking facilities and other elements.

SN Support:

	
	Events
	Support Time (to date)

	STS-117
	40
	92:03:08

	Total (to date)
	210
	464:36:15


Events/Support Times as carried in the STDN Daily Ops Summary for 06/14/2007. 

GN Support:

	Station
	Events
	Total (to date)

	MILA
	4
	26

	PDL
	0
	1

	WLPS
	4
	27

	WSSH
	0
	1

	AGO
	2
	11

	DFRC
	4
	24


GN Events/totals are as of 1200Z 06/15/2007 

C-Band Radar Support:

	Station 
	STS-117 Passes
	ISS Passes

	Launch/Landing
	6
	N/A

	On-orbit
	11
	0

	Total (to date)
	78
	41


STS passes as of 1200Z 06/14/2007.
ISS totals are from first STS-117 pre-launch target tracking pass at 06/07/2007 1649Z. 

AFSCN Support:

	Station
	NASA Requested
	AFSCN Requested

	BOSS A
	1
	0

	BOSS B
	1
	0

	HULA
	1
	0

	REEF
	2
	0

	PIKE
	0
	0

	GUAM
	1
	0

	LION A
	1
	0

	LION B
	1
	0

	COOK
	0
	0

	Total (to date)
	8
	0


RTS Events/totals are as of 1200Z 06/15/2007 and include pre-launch checks.

II. Activities:
III. New Problems Reported for this Period
A. Space Network (SN):
	
	
	

	
	
	
	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


B. Ground Network (GN): 
	
	
	

	
	1
	WLRC

WLRC
	15/0050Z

15/0200Z
	Orbit 97

Orbit 98
	

	
	DR 46656
	Station reported a reference receiver failed; unable to track passes.  Replaced with spare unit; radar turned green at 15/0324Z.  Problem closed.


C. NISN:

	
	1
	NISN
	16/0506Z
	
	

	
	TT 625966
	Comm. Manager reported an OC-3 between GSFC and JSC took a hit and alt-routed.   Carrier advised link checked good  and 

service restored to normal at 1432Z.  Problem under investigation.


D. Other: None
IV. Unresolved from Previous Reports:
A. Space Network (SN): 
	
	1
	STGT
	01/1520Z
	Pre-mission
	TDS

	
	CDS 46476
	JSC ESTL reported echoes during STS-117 SN Ver/Val test emergency voice checks performed from STGT.  ESTL did not hear echoes when JSC Comm.  Control was performing voice checks with ESTL.  Under investigation.

06/12 update:  WSC reports problem is suspected to be a result of issues with the STGT voice system.  Emergency voice can be configured from WSGT to STGT if required.  Testing deferred until end of mission.

	
	
	

	$$
	2
	GUAM
	09/2106Z
	Orbit 15
	TDZ

	
	CDS 46581
	Guam Techs reported a breaker trip on the “A” chain HPA. An uplink failover to 'B' chain was successfully completed. There are no spare HPA's available. WSC will ship HPA in the morning.

06/12 update:  HPA shipped to Guam on 06/11.  Replacement expected within 3 days of shipment.  If required by another failure an operational HPA could be removed from the “A” chain in approximately 1 hour.
06/13 Update:  WSC reported that 2 additional HPA’s will be shipped to Guam as spare units.
06/14 update:  Spare unit shipped from WSC 06/13; second spare to be shipped 06/14.

06/15 update:  Second spare confirmed shipped from WSC on 06/13.    Failed HPA replaced at 15/0544Z.  Problem closed.

	
	
	

	
	3
	STGT
	09/2123Z
	Orbit 15
	TDS

	
	CDS 46578
	The STGT HRDS failed to connect IN 50 to OUT 13, 14 and 49 at SHO start.  Measurands (BLH013A011 and BLH013A013) showed FAILED.  Software successfully corrected and made the connection eight seconds after AOS.  Connections were for High Rate Recorders; channel 3 service was not affected.  Under investigation by WSC.  Under investigation.

06/12 update:  Problem identified as hardware circuit problem on High Rate Data Switch (HRDS) card replacement effort documented in Engineering Test Notice (ETN) 497. A fix has been implemented as ETN 497 Rev. 1. The card with the failed connections does not have the revision implemented and is considered low impact because the failure to connect is infrequent and the second attempt to connect is normally successful.  Problem closed with corrective action pending.

	
	
	

	
	4
	STGT
	09/2347Z
	Orbit 17
	

	
	CDS 46584
	At approx. 2323z, all voice loops at STGT were lost. The MDS-1 voice system at STGT was down hard.  WSGT voice is operational.  WSC OS accessible by black phone. Offsite support called in to assist in troubleshooting.
06/11 update:  Power supply adjustments and system reboot were performed.  Under observation.

	
	
	

	
	5
	STGT
	10/0026Z
	Orbits below
	TDS

	
	CDS 43446
	Known problem with path 137 configuring covered by Alert Notice 570 occurring again this mission.  Manual path 137 failovers were required at STGT for the following events and times:

   SHO No. 6292665  160/17:12:15Z  Orbit 12
   SHO No. 6292339  160/18:58:28Z  Orbit 14
   SHO No. 6292682  160/20:23:17Z  Orbit 15
   SHO No. 6292687  160/23:15:47Z  Orbit 17

Problem remains under observation.

	
	
	

	
	6
	GUAM
	11/0802Z
	Orbit 38
	TDZ

	
	CDS 46588
	DS-3 line connecting WSGT to Guam reported down at 0802Z just prior to event start.   Guam LMT’s and WSGT LMT’s initiated fail over to alternate DS-3 line and restored service at 0821Z after event end.   ISS was also impacted by the outage.  Duration of outage was reported as 00:32:51; total service loss was reported as 02:11:24.  Per WSC the WSGT GDIS aggregate-2 interface failed, it was then cleared during the GDIS reset during reconfiguration from alternate DS-3 link to the prime DS-3.  Under investigation.

06/11 update:  Investigation indicates the failure was not the DS-3 link, but a suspected WSGT GDIS aggragate-2 interface failure that cleared during the GDIS reset that occurred while reconfiguration from the alternate DS-3 link to the prime DS-3 link was in progress.
06/14 Update.  WSC confirmed WSGT GDIS caused the initial problem.  Under investigation.

	
	
	

	
	7
	Guam
	12/2126Z
	Orbit 48
	TDZ

	
	CDS 46627
	JSC reported intermittent tearing (1 second every 15 seconds) of the active video following the GMT line.  The Houston GC reported an asynchronous camera was online with the GMT line in the active video.  Under investigation. 

	
	
	

	$$
	8
	STGT
	12/2235Z
	Orbit 64
	TDZ

	
	CDS 46631
	Houston Comm. reported audio tone on transponder 5.  WSGT reported the tone was on the IFL from STGT.  STGT found a transmission test set patched to IFL; removed patch and test tone dropped.  There was no K-band downlink at the time.  This event was on SGLT 2 KSA2A.  No impact to support.  Under investigation.
06/15 update.  WSC reported test tone was left up on Transponder 5 following testing for digital TV upgrade. Tone was removed at 23:04:22Z.   Problem closed.


B. Ground Network (GN): 
	
	1
	MILA
	07/1705
	Pre-launch
	

	
	DR 46549
	Redundant Local Control Computer (LCC-2) on the Data Comm. Switch reported to be experiencing a hang up of the local display unit.  The unit is inoperative until it is rebooted. Vendor is assisting MILA engineering.  Under investigation. 

	
	
	

	$$
	2
	MILA
	08/0100Z
	Post-Launch
	

	
	CDS 46576
	KSC reported problems with ET TV digital file transfers from MIL (including the PDL and JDMTA files).  Transfers start normally and then stop.  Operator was unable to transfer files using the QuClips software.  Station software engineer provided assistance and completed transfers using MS-DOS and Telnet commands.  Transfer from MILA to the EPOCC at KSC was completed at 10/1000Z within the required 24 hours post launch time frame.  No impact to support.  Under investigation by software engineer at MILA. 

06/14 Update.  Station reports problem was due to a Network Interface speed parameter set to100 MB instead of Auto Negotiate.  Both settings should work but the 100 MB does not function properly with large files.  Problem was not discovered pre-launch since small files are used to confirm this interface from the Qubit recorder to the ET TV system and on to the KSC EPOCC.  Station procedures will be updated after STS-117 landing.  Problem closed with corrective action pending.

	
	
	

	
	3
	FDRC
	09/0922Z
	
	ISS 938

	
	
	FDRC
	09/1057Z
	
	ISS 939

	
	DR 1535
	JSC reported orbit 938 real-time data did not agree with current ground processing solution.  Data playback was inconsistent with real-time data, but more consistent with the solution.  Real-time data appeared to have approximately a 0.7 second time bias compared to the playback data.  None of the data from this pass was processed.   

JSC reported orbit 939 real-time data anomaly same as prior pass.  Four data playbacks were requested by JSC.  The first playback exhibited similar behavior to the orbit 938 playback (inconsistency with the real-time data).  Data sets from the second and third playbacks showed inconsistencies with real-time data and with one another.  Dryden informed JSC Navigation that the site was using the RADAR Information Processing System (RIPS) in place of the Data Enhancement System (DES) used on previous missions.  The fourth playback with the DES resulting in data that agreed very well with the current ground processing solution.  FDRC stated that the DES will be used for STS-117 mission support.  Under investigation by DFRC.

06/12 update:  DFRC reports a software fix has been developed for the RIPS and has requested a verification pass prior to end of mission. 

	
	
	

	$$
	4
	WLRC
	10/0530Z
	
	ISS 967

	
	DR 46593
	Station reported the transmitter dropped at 05:30:25Z.  Vehicle was reacquired at 0530:56Z.  No cause found, radar turned green.  Problem closed. 

	
	
	

	$$
	5
	AGO
	10/1651Z
	Orbit 28
	

	
	CDS 46626
	JSC reported not receiving CMD echoes from station.  NIC interface was good and support was successful. Under investigation. 

	$$
	6
	AGO
	10/1830Z
	Orbit 29
	

	
	CDS 46617
	JSC and GSFC NIC reported the GN FM 1024 KB dump data flow from AGO stopped at 1826Z.  No NISN equipment or circuit anomalies were found.  NISN did see the AGO PTP (non-NISN equipment) stop outputting data from 11/1826:43 to 1828:43 for reason unknown.  For information only.  Remains under investigation.

	
	
	

	
	7
	DFRC
	11/0849Z

11/1024Z

12/0735Z

12/0909Z
	Orbit 39

Orbit 40

Orbit 54

Orbit 55
	

	
	CDS TBD
	Station supported four 2 way engineering passes on these orbits.  ATF-1 was used with no problems reported on orbit 39.  On orbit 40 CMD pre-pass checks were good but TLM check could not be performed because SCD-1 was not enabled.  First attempt to enable SCD was not successful.  GCC enabled SCD-1 at 1018Z and AOS occurred at 1024:46Z and pass was successful.  ATF-2 successfully supported orbit 54 and ATF-1 supported orbit 55 with no problems.  Under investigation.

	
	
	

	$$
	8
	WPS
	13/2251Z
	Orbit 80
	

	
	DR 46640
	JSC DFE reported not receiving the 1024kb FM dump data at 2255Z.  WPS reported data leaving site.  GSFC NOM was not receiving data.  The FM dump data was not received in real time; data was received on MILA pass.  The 11-meter system configuration file was reloaded post pass and the problem cleared.

06/14 update.  Station reported a Digital Matrix Switch failed due to a clock signal problem.  Under investigation.

	
	
	

	
	9
	WLRC

WLRC
	15/0050Z

15/0200Z
	Orbit 97

Orbit 98
	

	
	DR TBD
	Reference receiver failed. Replaced with spare receiver.


C. NISN: 
	$$
	1
	GSFC/KSC
	13/0126Z
	Orbit 66
	

	
	TT 625456
	Comm. Mgr. reported hits occurred on the GSFC/KSC NSAP T-1 at 0126Z, 0140Z and 0212Z.  All services rerouted. The MILA backup command line is on this T-1.  JSC Comm. Control advised and the backup command line will remain on reroute until Critical Coverage is terminated.   Carrier reported the reroute was caused by a hit between Palm Beach, FL. and Philadelphia, PA.  Problem closed with corrective action pending.

	
	
	


D. Other: 
	
	1
	JSC/GSFC
	09/0507Z
	Orbit 4
	

	
	TT 624780
	AMC6 Transponder 5 was switched from WSC to KSC early to meet the Video Schedule without proper coordination with the JSC GC.  This switch was for launch video engineering playbacks.  The early switch impacted a DTV downlink via the SN to JSC.  The transponder was switched back to WSC and JSC received the DTV at 0549Z.  Under investigation.


E. Info Items and Upcoming Events (Next 24 hours)

· Crew off duty time is scheduled for 06/16.
$$ Denotes an update from last report

** Denotes an In-Flight Anomaly
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