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I. Reporting Periods

This report encompasses all Integrated Network events/passes supported during the following timeframe:

	From:
	06/11/07 1200Z

	To:
	06/12/07 1200Z


The attached STS-117 Daily Report has been prepared for the Network Director (ND) and is forwarded to you on a daily basis for informational purposes.  The report is derived from inputs received from network tracking facilities and other elements.

SN Support:

	
	Events
	Support Time (to date)

	STS-117
	41
	92:12:04

	Total (to date)
	81
	183:23:15


Events/Support Times as carried in the STDN Daily Ops Summary for 06/11/2007. 

GN Support:

	
	Events
	Total (to date)

	MILA
	4
	14

	PDL
	1
	1

	WLPS 11M
	4
	15

	WSSH
	1
	1

	AGO
	2
	5

	DFRC
	4
	13


GN Events/totals are as of 1200Z 06/12/2007 

C-Band Radar Support:

	
	STS-117 Passes
	ISS Passes

	Launch/Landing
	6
	N/A

	On-orbit
	10
	0

	Total (to date)
	45
	41


STS passes as of 1200Z 06/12/2007.
ISS totals are from first STS-117 pre-launch target tracking pass at 06/07/2007 1649Z. 

AFSCN Support:

	
	NASA Requested
	AFSCN Requested

	BOSS A
	1
	0

	BOSS B
	1
	0

	HULA
	1
	0

	REEF
	2
	0

	PIKE
	0
	0

	GUAM
	1
	0

	LION A
	1
	0

	LION B
	1
	0

	COOK
	0
	0

	Total (to date)
	8
	0


RTS Events/totals are as of 1200Z 06/12/2007 and include pre-launch checks.

II. Activities 
· Mission has been extended for 2 days with nominal landing on 21/1752Z (21/1:52 PM EDT).
· EVA 1 started at 11/2003Z (11/03:51 PM EDT) and ended at 12/0218Z (11/10:18 PM EDT).
· SAW (Solar Array Wing) Deploy started at 12/1338Z (12/9:38 AM EDT).
· DFRC successfully supported 2-way engineering passes with ATF-2 on 06/11 and 06/12 (orbits 39, 40, 54 and 55).

III. New Problems Reported for this Period

A. Space Network (SN):

	
	1
	STGT
	11/2136Z
	Orbit 48
	

	
	CDS 46605
	Comm. Mgr. Reported STGT voice loops down.  Multiple hardware resets were performed at 2206Z but all terminals did not configure.  Re-configuration was completed at 12/0024Z.  Problem closed.


B. Ground Network (GN):

	
	1
	WSSH
	08/1602Z
	Pre-launch
	

	
	CDS TBD
	Station reported UHF antenna not moving in azimuth. Site personnel powered down and rebooted the equipment box at the pedestal at 1732Z and came up operational in manual mode.  Vendor was called and provided a procedure to resolve the anomaly.  Antenna was reported operational at 1822Z.  Problem closed.

	
	
	

	
	2
	MILA
	07/1705
	Pre-launch
	

	
	DR 46549
	Redundant Local Control Computer (LCC-2) on the Data Comm. Switch reported to be experiencing a hang up of the local display unit.  The unit is inoperative until it is rebooted. Vendor is assisting MILA engineering.  Under investigation. 


	
	3
	WLRC
	10/0530Z
	
	ISS 967

	
	DR 46593
	Station reported the transmitter dropped at 05:30:25Z.  Vehicle was reacquired at 0530:56Z.  No problem found, under investigation. 

	
	
	

	
	4
	DFRC
	11/0849Z
11/1024Z
12/0735Z

12/0909Z
	Orbit 39
Orbit 40

Orbit 54

Orbit 55
	

	
	CDS TBD
	Station supported four 2 way engineeering passes on these orbits.  ATF-1 was used with no problems reported on orbit 39.  On orbit 40 CMD pre-pass checks were good but TLM check could not be performed because SCD-1 was not enabled.  First attempt to enable SCD was not successful.  GCC enabled SCD-1 at 1018Z and AOS occurred at 1024:46Z and pass was successful.  ATF-2 successfully supported orbit 54 and ATF-1 supported orbit 55 with no problems.  Under investigation.

	
	
	

	
	5
	AGO
	11/1709Z
	Orbit 44
	

	
	CDS TBD
	JSC reported not receiving CMD echoes from station.  NIC interface was good and support was successful. Under investigation. 


C. NISN: None
D. Other: None
IV. Unresolved from Previous Reports

A. Space Network (SN): 
	$$
	1
	STGT
	01/1520Z
	Pre-mission
	TDS

	
	CDS 46476
	JSC ESTL reported echoes during STS-117 SN Ver/Val test emergency voice checks performed from STGT.  ESTL did not hear echoes when JSC Comm.  Control was performing voice checks with ESTL.  Under investigation.

06/12 update:  WSC reports problem is suspected to be a result of issues with the STGT voice system.  Emergency voice can be configured from WSGT to STGT if required.  Testing deferred until end of mission.

	
	
	

	$$
	2
	WSGT
	09/0203Z
	Orbit 2
	TD171

	
	CDS 46568
	Frame Sync Mode for both A and B return chains stayed in search for this event.  Power was reset on the B side base band switch after the event.  Frame Sync Mode locked on the B side on the next event.  No impact to data; JSC reported receiving good data during the event.  WSGT will schedule a reset for the A side.  

06/12 update:  WSGT reset the A side at 09/0508Z.  Problem closed.

	
	
	

	$$
	3
	GUAM
	09/2106Z
	Orbit 15
	TDZ

	
	CDS 46581
	Guam Techs reported a breaker tripping on the “A” chain HPA. An uplink failover to 'B' chain was successfully completed. There are no spare HPA's available. WSC will ship HPA in the morning.

06/12 update:  HPA shipped to Guam on 06/11.  Replacement expected within 3 days of shipment.  If required by another failure an operational HPA could be removed from the “A” chain in approximately 1 hour.

	
	
	

	$$
	4
	STGT
	09/2123Z
	Orbit 15
	TDS

	
	CDS 46578
	The STGT HRDS failed to connect IN 50 to OUT 13, 14 and 49 at SHO start.  Measurands (BLH013A011 and BLH013A013) showed FAILED.  Software successfully corrected and made the connection eight seconds after AOS.  Connections were for High Rate Recorders; channel 3 service was not affected.  Under investigation by WSC.  Under investigation.

06/12 update:  Problem identified as hardware circuit problem on High Rate Data Switch (HRDS) card replacement effort documented in Engineering Test Notice (ETN) 497. A fix has been implemented as ETN 497 Rev. 1. The card with the failed connections does not have the revision implemented and is considered low impact because the failure to connect is infrequent and the second attempt to connect is normally successful.  Problem closed with corrective action pending.

	
	
	

	$$
	5
	STGT
	09/2347Z
	Orbit 17
	

	
	CDS 46584
	At approx. 2323z, all voice loops at STGT were lost. The MDS-1 voice system at STGT was down hard.  WSGT voice is operational.  WSC OS accessible by black phone. Offsite support called in to assist in troubleshooting.
06/11 update:  Power supply adjustments and system reboot were performed.  Under observation.

	
	
	

	
	6
	STGT
	10/0026Z
	Orbits below
	TDS

	
	CDS 43446
	Known problem with path 137 configuring covered by Alert Notice 570 occurring again this mission.  Manual path 137 failovers were required at STGT for the following events and times:

   SHO No. 6292665  160/17:12:15Z  Orbit 12
   SHO No. 6292339  160/18:58:28Z  Orbit 14
   SHO No. 6292682  160/20:23:17Z  Orbit 15
   SHO No. 6292687  160/23:15:47Z  Orbit 17

	
	
	

	$$
	7
	GUAM
	11/0802Z
	Orbit 38
	TDZ

	
	CDS 46588
	DS-3 line connecting WSGT to Guam reported down at 0802Z just prior to event start.   Guam LMT’s and WSGT LMT’s initiated fail over to alternate DS-3 line and restored service at 0821Z after event end.   ISS was also impacted by the outage.  Duration of outage was reported as 00:32:51; total service loss was reported as 02:11:24.  WSC further provides that the WSGT GDIS aggregate-2 interface failed, it was then cleared during the GDIS reset during reconfiguration from alternate DS-3 link to the prime DS-3.  Under investigation.

06/11 update:  Investigation indicates the failure was not the DS-3 link, but a suspected WSGT GDIS aggragate-2 interface failure that cleared during the GDIS reset that occurred while reconfiguration from the alternate DS-3 link to the prime DS-3 link was in progress.  Investigation continues.


B. Ground Network (GN): 
	
	1
	MILA
	08/0100Z
	Post-Launch
	

	
	CDS 46576
	KSC reported problems with ET TV digital file transfers from MIL (including the PDL and JDMTA files).  Transfers start normally and then stop.  Operator was unable to transfer files using the QuClips software.  Station software engineer provided assistance and completed transfers using MS-DOS and Telnet commands.  Transfer from MILA to the EPOCC at KSC was completed at 10/1000Z within the required 24 hours post launch time frame.  No impact to support.  Under investigation by software engineer at MILA. 

	
	
	

	$$
	2
	JDIC
	08/1739Z
	Pre-launch
	

	
	JCN 2007

1590076
	Radar reported red during pre-launch activity.  Unable to turn on transmitter.  Station resolved problem with a console transmitter control function and radar was turned green at 11/1430Z.  Problem closed.

	
	
	

	$$
	4
	FDRC
	09/0922Z
	
	ISS 938

	
	
	FDRC
	09/1057Z
	
	ISS 939

	
	DR 1535
	JSC reported orbit 938 real-time data did not agree with current ground processing solution.  Data playback was inconsistent with real-time data, but more consistent with the solution.  Real-time data appeared to have approximately a 0.7 second time bias compared to the playback data.  None of the data from this pass was processed.   

JSC reported orbit 939 real-time data anomaly same as prior pass.  Four data playbacks were requested by JSC.  The first playback exhibited similar behavior to the orbit 938 playback (inconsistency with the real-time data).  Data sets from the second and third playbacks showed inconsistencies with real-time data and with one another.  Dryden informed JSC Navigation that the site was using the RADAR Information Processing System (RIPS) in place of the Data Enhancement System (DES) used on previous missions.  The fourth playback with the DES resulting in data that agreed very well with the current ground processing solution.  FDRC stated that the DES will be used for STS-117 mission support.  Under investigation by DFRC.

06/12 update:  DFRC reports a software fix has been developed for the RIPS and has requested a verification pass prior to end of mission. 

	
	
	

	$$
	5
	WLPC
	10/2130Z

10/2323Z

11/0100Z

11/0240

11/0420Z

11/0555Z

11/0730Z
11/2220Z
	Orbit 32

Orbit 33

Orbit 34
Orbit 35

Orbit 36

Orbit 37

Orbit 38

Orbit 48
	

	
	DR 46594
	Azimuth bias of 0.015( reported by JSC NAV. for these passes.  WLPC reported that they also saw the bias.  Known bias can be compensated by JSC.  Under investigation.


C. NISN: 
	$$
	1
	NISN
	07/0928Z
	Pre-launch
	

	
	TT 23116
	JSC/WSGT Bundle 15 was reported down by AT&T.  The link had previously been taking errors and was under observation.  AT&T reported at approximately 1030Z, that they were troubleshooting a different interface and reported bundle 15 down by mistake. Bundle 15 was not actually down.  Problem closed.

	
	
	

	
	2
	WPS
	07/1713Z
	Pre-launch
	

	
	TT 624494
	Two cards in the WPS 1-A router were replaced by NORTEL at 0219Z.  WPS supports were switched to the 1-B router.  GSFC Communications Control (GCC) and JSC Communications Control (JSC CC) coordinated a time (07/0345Z -0357Z) with JSC, WSC and WPS to failback to router 1-A.  The failover was successful at 0353Z, the cards were tested on-line over night.  

Problem under investigation.

	
	
	

	$$
	3
	NISN
	11/0802Z
	
	

	
	TT 624823
	The WSC/Guam circuit was down from 0802Z to 0821Z.  The controller on the Guam side went down and TDRS 275 service was lost. At this time it is unclear whether the line caused the controller to go down or the controller caused the line to go down. WSC is working the controller issue.  JSC reported a Shuttle support from 0802:36Z to 0835:27Z was impacted (reference CDS 46588). JSC received UPD’s and ODM’s but no data during the support. ISS support from 0836:57Z to 0843:02Z was also lost. MCI did not find a problem with circuit.
06/12 update:  WSC identified problem as GDIS and not circuit.

Problem closed.

	
	
	

	$$
	4
	NISN
	11/1830Z,
	
	

	
	No TT 

Issued
	JSC and GSFC NIC reported the GN FM 1024 KB dump data flow from AGO stopped at 1826Z.  No NISN equipment or circuit anomalies were found.  NISN did see the AGO PTP (non-NISN equipment) stop outputting data from 11/1826:43 to 1828:43 for reason unknown.  For information only.  Remains under investigation.


D. Other: 
	
	1
	JSC/GSFC
	09/0507Z
	Orbit 4
	

	
	TT 624780
	AMC6 Transponder 5 was switched from WSC to KSC early to meet the Video Schedule without proper coordination with the JSC GC.  This switch was for launch video engineering playbacks.  The early switch impacted a DTV downlink via the SN to JSC.  The transponder was switched back to WSC and JSC received the DTV at 0549Z.  Under investigation.


E. Info Items and Upcoming Events (Next 24 hours)

· SAW (Solar Array Wing) Deploy start at 12/1338Z (12/9:38 AM EDT).
· P6 Retract and EVA 2 start at 13/1338Z (13/09:38 AM EDT) 
$$ Denotes an update from last report

** Denotes an In-Flight Anomaly
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