Delivery Letter for the WDISC Expansion System


1.
Summary

This delivery letter documents the hardware, software, and configuration for the White Sands Complex (WSC) TCP/IP Data Interface Service Capability (WDISC) expansion system that was shipped to WSC on 9/25/03.  This letter also includes a description of the hardware configuration for GSFC testing, a summary of problems encountered during GSFC testing, an approximate schedule for delivering the WDISC expansion system to operations, and a list of open items.

WDISC is being expanded by increasing its number of Programmable Telemetry Processors (PTP's) and attendant hardware.  Five new PTP's and attendant hardware were purchased in early 2003 under SODA task GD44 and were set up at GSFC for testing.  GSFC testing lasted from 4/14/03 to 9/16/03 and the system met all requirements.  The system was shipped to WSC on 9/25/03, where additional testing will take place before it is declared operational.

Several supporting documents are available at the following web site:

  http://ncc.gsfc.nasa.gov/syseng/wdisc/exp.htm

2.
Hardware Shipped

An inventory of the hardware shipped to WSC is attached (see "STGT_Rack_Ship.xls", "WSGT_Rack_Ship.xls", and "Boxes.xls").  The 5th spare PTP was installed in an unoccupied area of the STGT rack for ease of testing and shipping.  A 5-MHz bridge was repaired by the vendor, Dataprobe, and was installed and successfully tested in the WSGT rack before shipment.  Four other 5-MHz bridges were returned to the Dataprobe on 9/25/03 for repair.  Dataprobe repaired the four bridges and will ship them to WSC, where three of them will be installed in the racks and the fourth stored as a spare.

3.
GSFC Testing

a. Summary

The WDISC expansion system was tested at GSFC from 4/14/03 to 9/16/03 and the system met all requirements.

The following people helped configure the hardware for the GSFC test suite:  Merri Benjamin, Harry Berman, Ed Dannettel, John Groom, Bob Haines, and Ken Spiegel.

The following people helped configure the software and do preliminary testing in the GSFC test suite:  Jim Baker, Merri Benjamin, Harry Berman, Ken Chambers, and John Groom.

The following people conducted and documented the GSFC test cases:  Merri Benjamin and John Groom.

b.
Hardware Configuration

1)
Two empty STDN racks were each populated with the following hardware to create an STGT rack and a WSGT rack:

a)
2 PTP's (Pentium III, 850MHz, 262MB RAM, two 18GB HD's, CD-RW drive)

b)
3 AB switches

c)
1 Keyboard/Video/Mouse (KVM) unit

d)
1 KVM switch (connecting KVM unit to PTP's)

e)
1 forward patch panel

f)
1 return patch panel

g)
1 receiver-driver with 20 slots and 12 cards

h)
2 5-MHz bridges (moved apart by one rack unit to help dissipate heat)

i)
1 redundant power supply for the 5-MHz bridges (moved apart from bridges by one rack unit to help dissipate heat)

j)
various cables that were labeled and connected to components

k)
1 hub (not shipped to WSC) to connect PTP's for IP

l)
1 power strip with 12 receptacles in the STGT rack

m) 2 power strips each with 12 receptacles in the WSGT rack

2)
The spare PTP (PTP5) was installed in rack units A9 to A12 in the STGT rack.

3)
The following non-rack equipment was also used in the GSFC test suite (none of this equipment was shipped to WSC):

a)
IRIG-B signal generator

b)
Austron Crystal Frequency Standard Model 1250A

c)
HP 3325A Synthesizer/Function Generator

d)
Receiver-driver (to send a 5 MHz signal to the four 5-MHz bridges)

e)
FIREBERD 6000A TTC Communications Analyzer Model 40200

f)
Test patch panel for FIREBERD

g)
Tektronix 2465 300-MHz Oscilloscope

h)
Time server computer (MMDPS server)

i)
NCCDS scheduling simulator (MMDPS)

j)
Hub (to connect MMDPS to MMDPS server)

k)
Micro Pro Magellan 1010 PC (NT monitoring computer)

l)
various cables to connect components

This non-rack equipment was connected as follows:

IRIG-B Gen.
-------------->
STGT PTP3 Apogee ISA-STG2 time code card


-------------->
STGT PTP4 Apogee ISA-STG2 time code card


-------------->
WSGT PTP3 Apogee ISA-STG2 time code card


-------------->
WSGT PTP4 Apogee ISA-STG2 time code card


-------------->
Spare PTP5 Apogee ISA-STG2 time code card

Freq. Std.
---(5MHz)-->
Receiver-driver
--> STGT PTP3 5-MHz bridge




--> STGT PTP4 5-MHz bridge




--> WSGT PTP3 5-MHz bridge




--> WSGT PTP4 5-MHz bridge

Freq. Std.
---(1MHz)-->
Synthesizer
----(rate)---->
FIREBERD




----(rate)---->
Oscilloscope

FIREBERD
--(Fwdrate)->
Test patch panel
-------------->
Fwd patch panel

FIREBERD
<--------------
Test patch panel
<-(Rtnrate)--
Rtn patch panel

Oscilloscope
<-------------------------------------(Fwdrate)--
Fwd patch panel

NCCDS Sch'g Sim <--> MMDPS Hub <--> Time server <--> Hubs in racks

NT monitoring computer <---------------------------------------> Hubs in racks

c.
Software Configuration on Each PTP

1)
Automatic Start After Boot-up:

a)
Windows NT workstation 4.0, service pack 6a

b)
NT log-on as Administrator (done via Tweak UI)

c)
Ghost 2003 as NT service

d)
Task scheduler as NT service

e)
Time service as NT service

f)
McAfee VirusScan 6.0 as NT service

g)
Remote Administrator (Radmin) as NT service

h)
PTPSchedServer 1.3 as NT service (this is GOTS software that interfaces with NCCDS scheduling)

i)
3 Avtec 1.49 servers (done via 3 shortcuts to C:\Ptp_nt\PTP_NT.exe in C:\Winnt\Profiles\All Users\Start Menu\Programs\Startup\)

2)
Manual Start Required After Boot-up:

a)
Ipswitch WS_FTP (Radmin replaces this software)

b)
pcAnywhere 10.5 (Radmin replaces this software)

3)
NT Desktop Icons Created

a)
System manuals.htm (Avtec manuals)

b)
Shortcut to PTP_NT.exe (Avtec server)

c)
Shortcut to Explorer.exe

d)
Radmin.exe (Remote Administrator viewer)

e)
Console1 5000 (executes "C:\Ptp_nt\Console.exe c 05000 127.0.0.1")

f)
Console2 5001 (executes "C:\Ptp_nt\Console.exe c 05001 127.0.0.1")

g)
Console3 5002 (executes "C:\Ptp_nt\Console.exe c 05002 127.0.0.1")

4)
Network Data

a)
IP address for each PTP as specified by WSC.

b)
Subnet mask for each PTP set as needed for GSFC testing.

c)
Default gateway for each PTP set to value in current WSC PTP's.

d)
DNS servers for each PTP set to values in current WSC PTP's.

e)
Time server IP address was initially set to the MMDPS server computer in the GSFC test suite, but before shipping to WSC, was set to the one used in the current WSC PTP's (value is set in C:\Winnt\Timeserv.ini).

5)
NT Log-on Accounts

Added for the following users to each PTP:  Jim Baker, Merri Benjamin, Ken Chambers, John Groom, and Arnie Rausch.

6)
WDISC Desktops

a)
Operational WDISC desktops were copied from the current WSC PTP's into C:\Ptp_user\Desktops\ on each PTP.

b)
GSFC test WDISC desktops were created and stored in C:\Ptp_user\Desktops\GSFC_Testing\ on each PTP.

d.
Test Results

Test results are available at the web site.  There were 14 test cases conducted:

1)
Test Case 1
- Remote Administrator

2)
Test Case 2
- 5-MHz Reference

3)
Test Case 3
- Frequency

4)
Test Case 4
- Forward End-to-End Performance

5)
Test Case 5
- Return End-to-End Performance

6)
Test Case 6
- Board-to-Board Performance

7)
Test Case 7
- Desktop Scheduling

8)
Test Case 8
- Loading

9)
Test Case 9
- Del 50 Hrs

10)
Test Case 10
- Time Server

11)
Test Case 11
- IRIG

12)
Test Case 12
- NT Monitor

13)
Test Case 13
- AB Switch

14)
Test Case 14
- Miscellaneous

e.
Hardware Problems

1)
PTP's

a)
CD-RW drive didn't show up as being available on WSGT PTP3 on 4/29/03.  CD-RW drive showed up after PTP was powered off for 30 seconds then on.

b)
CD-RW drive showed up but would not read a CD on WSGT PTP3 on 5/6/03.  After getting approval from the PTP vendor, Avtec, we opened up WSGT PTP3 and re-seated CD-RW cables.  There were no subsequent problems noted with CD-RW drives.

c)
Mouse and keyboard connector fell out of PS/2 socket in STGT PTP4, which caused a frozen cursor on 6/18/03.  The connector fitted loosely in the socket, so masking tape was applied around the connector and it was re-seated.

d)
Mouse and keyboard connector fell out of PS/2 socket in STGT PTP3 on 8/13/03.  The connector fitted loosely in the socket, so masking tape was applied around the connector and it was re-seated.

2)
AB Switches

The 10 AB switches arrived on 4/11/03 from the vendor, Dataprobe, and the switches were found to be defective because they didn't accept the Escape sequences that are supposed to change the switch input.  The switches were shipped back to Dataprobe on 4/18/03 and were returned to GSFC on 5/20/03 after repair.  The switches seemed to work, but after some rigorous testing, they were found to not always respond 100% of the time to the Escape sequences.  Dataprobe created new firmware on new chips and shipped GSFC one chip for one switch on 8/26/03 and the other nine chips for the other nine switches on 8/29/03.  After GSFC replaced the old chips with the new chips, the switches tested flawlessly (see test case 13).

3)
5-MHz Bridges

On 7/14/03, one of the five 5-MHz bridges failed a test for providing a 5-MHz signal to PTP Monarch boards (see test case 2).  The bridge was sent back to the vendor, Dataprobe, on 7/17/03.  Dataprobe had originally fabricated the bridges for frequencies only up to T1 (1.544 MHz) and not 5 MHz.  Dataprobe soldered eight new replacement chips into the bridge and returned it to GSFC on 9/11/03.  The repaired bridge was installed in the WSGT rack and tested successfully (see test cases 2 and 3).  The other four bridges were returned to Dataprobe on 9/25/03 for repair.  Dataprobe has repaired the four bridges and will ship them directly to WSC sometime around the week of 10/13/03.

4)
Receiver-Drivers

a)
The WSGT receiver-driver had problems on 6/19/03.  Driver cards 2&3 didn't have their DATA light lit and data wasn't getting to WSGT PTP3 Monarch board 1.  Driver cards 12&13 had both CLOCK&DATA lights lit, but data wasn't getting to WSGT PTP3 Monarch board 3.  On 6/19/03, the WSGT receiver-driver chassis was replaced and terminator chips were removed from all driver cards in both the STGT and WSGT receiver-drivers.

b)
The WSGT receiver-driver had problems again on 8/7/03.  Driver card 8 wasn't getting data to WSGT PTP4 Monarch board 2.  On 8/8/03, the card was moved to unoccupied output slot 9 and data then made it to the Monarch board.  On 8/22/03, the WSGT receiver-driver chassis was replaced again.  There were no subsequent problems noted with receiver-drivers.

5)
Patch Panels

The forward patch panel in the WSGT rack had a bad socket unit for Switch-2 Output Monitor/Source data.  The socket unit was replaced on 6/19/03.

6)
Keyboard/Video/Mouse (KVM) Units

a)
The rails that came with the Dell KVM units would not fit in the racks.  Replacement rails were ordered and installed on 4/29/03 and 4/30/03.

b)
The WSGT KVM unit's monitor would sometimes be blank or have vertical bars after being powered on.  This was noted from 4/25/03 through 5/21/03.  A workaround was to let the monitor sit for 10 minutes powered on, then power it off and on.  The monitor was replaced on 5/21/03 and the problem was solved.

7)
KVM Switches

STGT and WSGT KVM unit monitors would sometimes have a slight screen flicker.  The workaround was to either hook up or unhook the DC power supply that came with each KVM switch.

8)
Cable Kits

The original 6-foot cable kits that ran from each PTP to the KVM switch were too short to allow the PTP's to easily slide out of the rack.  Four 10-ft cable kits were ordered and installed on 5/27/03 and the PTP's can now be slid all the way out.

f.
Software Problems

1)
Windows NT Crashes

a)
WSGT PTP4 Windows NT crashed during performance testing on 8/6/03.  An Avtec desktop had been running successfully on the port-5000 server.  The desktop was disabled, an attempt was made to re-enable it, and a blue screen appeared announcing:  "STOP ... KMODE_EXCEPTION_NOT_HANDLED ...".  The PTP was re-booted and the problem cleared.

b)
WSGT PTP3 Windows NT crashed during performance testing on 8/14/03.  This PTP had been running flawlessly for weeks.  A performance test was successfully run on 8/14/03.  An hour later, Avtec desktops were disabled on port-5000 and -5001 servers.  The port-5002 Console.exe program was started, an attempt was made to load an Avtec desktop on the port-5002 server, and a blue screen appeared announcing:  "STOP ... IRQL_NOT_LESS_OR_EQUAL ...".  The PTP was re-booted and the problem cleared.

c)
WSGT PTP4 Windows NT crashed on 9/12/03.  An Avtec desktop was running successfully on the port-5001 server, an attempt was made to start the port-5002 Console.exe program, and a blue screen appeared announcing:  "STOP ... IRQL_NOT_LESS_OR_EQUAL ...".  The PTP was re-booted and the problem cleared.

Three Windows NT crashes are not excessive, considering that all the PTP's were running almost constantly from April through September.  Also, in August and September, at least one and sometimes two PTP's were running WDISC desktops constantly for around 12 hours a day for performance testing (see test cases 4, 5, and 6).

2)
WDISC Desktop

Enabling all modules for a WDISC desktop on STGT PTP3 did not result in Avtec Serial Input or Output modules being enabled on 4/25/03.  The PTP was re-started and the problem cleared.  No subsequent problems of this type were noted.

3)
pcAnywhere 10.5

The pcAnywhere 10.5 client program locked up on 4/28/03 when windows were dragged across the NT desktop.  A workaround was to not move the mouse for at least 10 seconds between cursor actions. There was one occasion where the client program locked up when trying to remotely enable a PTP desktop.  (At around the same time, WSC operations noted that when a pcAnywhere 10.5 client disconnected from its server, any ongoing desktops were killed on the server's PTP.)

On 5/6/03, a program called Remote Administrator (Radmin) was purchased to replace pcAnywhere 10.5.  It was loaded on all the PTP's and the NT monitoring computer and tested without problems (see test case 1).  On 5/8/03, Radmin passed a NISN-run network security test which pcAnywhere 10.5 did not pass.  On 5/30/03, Radmin passed a NISN-run test for file transfer encryption.  On 6/17/03, NISN approved a year-long waiver to allow Radmin to be used on the Closed IONet.

4)
Windows NT HyperTerminal

The WSGT PTP4 HyperTerminal program wouldn't start successfully and displayed the following message on 5/21/03:  "HyperTerminal has reported a general TAPI Error.  Please close HyperTerminal and try again."  WSGT PTP4 was re-started and the problem cleared.  HyperTerminal is supplied with Windows NT and is available at Start, Programs, Administrative Tools (Common), HyperTerminal.  No subsequent problems of this type were noted.

5)
Windows NT Mspaint

The STGT PTP4 Mspaint program would not load due to "System Process - Out of Virtual Memory" on 9/9/03.  The Windows NT Task Manager was started on all five PTP's and they each reported 262 MB of total memory and at least 178 MB of available memory.  Mspaint would start successfully on all PTP's except STGT PTP4, where all available memory was exhausted trying to load Mspaint (Mspaint normally takes about 6 KB of memory).  Mspaint was stopped and the following eight programs were started on all five PTP's:

· Windows Explorer

Radmin viewer (full screen connected to another PTP)

· Port-5000 Console.exe with a desktop enabled

· Port-5001 Console.exe with a desktop enabled

· Port-5002 Console.exe with a desktop enabled

· Internet Explorer with Systems manuals.htm opened

· MS-DOS Command Prompt

· Windows NT Word Pad

After these programs were started, there was at least 113 MB of memory available on each PTP.  Mspaint would again start successfully on all PTP's except STGT PTP4.

Mspaint was re-installed on STGT PTP4 from the Windows NT CD, but it again would not load for lack of memory.  Mspaint was removed from STGT PTP4.  Mspaint is not essential for WDISC to operate, but it is a nice tool to record screen snaps.  Workarounds are to either save the screen snap to a program like MS Word on STGT PTP4 or use Mspaint from another computer while accessing STGT PTP4 via Radmin.

6)
Avtec Server Window

From 8/26/03 through 9/11/03, various Avtec server windows on various PTP's seemed to freeze and show no updates to the Avtec clock and system clock in the upper left- and right-hand corners of the server window.  It turns out that this is a non-problem and is simply a "feature" of the server window, which is actually an MS-DOS Command Prompt window.  If anything is dragged into the server window or if anything is typed into the window, the window seems to freeze waiting for Enter to be pressed.  The Avtec server continues to operate correctly.  This "feature" of the window can be stopped by pressing Enter while the cursor is in the window.  After Enter is pressed, the window is re-drawn and the clock displays continue to update (see test case 7).

4.
Approximate Schedule

Uninstall at GSFC and Ship to WSC
09/17/03 to 10/01/03

Install at SMTF
10/02/03 to 10/16/03

Update NCCDS/SMTF
10/17/03 to 10/24/03

Test DIS&SPSR/SMTF
10/27/03 to 11/17/03

Install Repaired 5-MHz Bridges
~11/07/03

Install at STGT/WSGT
11/18/03 to 12/02/03

Update NCCDS/Ops
12/03/03 to 12/10/03

Security Scan at WSC
12/11/03 to 12/18/03

Test at STGT/WSGT
12/19/03 to 01/23/04

Ops Readiness Review
01/26/04

5.
Open items:

a.
Three of four repaired 5-MHz bridges need to be installed at WSC.

b.
A spare receiver-driver has not been supplied to WSC yet.

c.
NISN wants the expansion PTP's to plug into new rate-limiting switches instead of the existing hubs to access the Closed IONet.

d.
NISN secure gateway will need rules to allow new expansion PTP IP addresses to access customer MOC's.

e.
New domain names for the expansion PTP's may need to be added to NISN-controlled DNS servers.

John Groom, 10/13/03

10/13/03
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